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In The Glass Cage, Pulitzer Prize nominee and bestselling author Nicholas Carr
shows how the most important decisions of our lives are now being made by
machines and the radical effect this is having on our ability to learn and solve
problems. In May 2009 an Airbus A330 passenger jet equipped with the latest
‘glass cockpit’ controls plummeted 30,000 feet into the Atlantic. The reason for
the crash: the autopilot had routinely switched itself off. In fact, automation is
everywhere – from the thermostat in our homes and the GPS in our phones to the
algorithms of High Frequency Trading and self-driving cars. We now use it to
diagnose patients, educate children, evaluate criminal evidence and fight wars.
But psychological studies show that we perform best when fully involved in a
task, while the principle of automation – that humans are inefficient – is self-
fulfilling. The glass cockpit is becoming a glass cage. In this utterly engrossing
exposé, bestselling writer Nicholas Carr reveals how automation is affecting our
ability to solve problems, forge memories and acquire skills. Rather than rejecting
technology, Carr argues that we must urgently rethink its role in our lives, using
it to enhance rather than diminish the extraordinary abilities that make us
human.
A guide to understanding the inner workings and outer limits of technology and
why we should never assume that computers always get it right. In Artificial
Unintelligence, Meredith Broussard argues that our collective enthusiasm for
applying computer technology to every aspect of life has resulted in a
tremendous amount of poorly designed systems. We are so eager to do
everything digitally—hiring, driving, paying bills, even choosing romantic
partners—that we have stopped demanding that our technology actually work.
Broussard, a software developer and journalist, reminds us that there are
fundamental limits to what we can (and should) do with technology. With this
book, she offers a guide to understanding the inner workings and outer limits of
technology—and issues a warning that we should never assume that computers
always get things right. Making a case against technochauvinism—the belief that
technology is always the solution—Broussard argues that it's just not true that
social problems would inevitably retreat before a digitally enabled Utopia. To
prove her point, she undertakes a series of adventures in computer programming.
She goes for an alarming ride in a driverless car, concluding “the cyborg future is
not coming any time soon”; uses artificial intelligence to investigate why
students can't pass standardized tests; deploys machine learning to predict which
passengers survived the Titanic disaster; and attempts to repair the U.S.
campaign finance system by building AI software. If we understand the limits of
what we can do with technology, Broussard tells us, we can make better choices
about what we should do with it to make the world better for everyone.
Between the 18th and 19th centuries, Britain experienced massive leaps in
technological, scientific, and economical advancement
The Poverty of Privacy Rights makes a simple, controversial argument: Poor
mothers in America have been deprived of the right to privacy. The U.S.
Constitution is supposed to bestow rights equally. Yet the poor are subject to
invasions of privacy that can be perceived as gross demonstrations of
governmental power without limits. Courts have routinely upheld the
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constitutionality of privacy invasions on the poor, and legal scholars typically
understand marginalized populations to have "weak versions" of the privacy
rights everyone else enjoys. Khiara M. Bridges investigates poor mothers'
experiences with the state—both when they receive public assistance and when
they do not. Presenting a holistic view of just how the state intervenes in all
facets of poor mothers' privacy, Bridges shows how the Constitution has not been
interpreted to bestow these women with family, informational, and reproductive
privacy rights. Bridges seeks to turn popular thinking on its head: Poor mothers'
lack of privacy is not a function of their reliance on government
assistance—rather it is a function of their not bearing any privacy rights in the
first place. Until we disrupt the cultural narratives that equate poverty with
immorality, poor mothers will continue to be denied this right.
The Ethics of Dissent
The Technology Trap
The Fight for a Human Future at the New Frontier of Power
Risk and the Rise of the Statistical Individual
Capital, Labor, and Power in the Age of Automation
How High-Tech Tools Profile, Police, and Punish the Poor
Governing Electronically
The Science of Socially Aware Algorithm Design
Reveals the systematic marginalization of women within pop
culture fan communities When Ghostbusters returned to the
screen in 2016, some male fans of the original film
boycotted the all-female adaptation of the cult classic,
turning to Twitter to express their disapproval and making
it clear that they considered the film’s “real” fans to be
white, straight men. While extreme, these responses are far
from unusual, with similar uproars around the female
protagonists of the new Star Wars films to full-fledged geek
culture wars and harassment campaigns, as exemplified by the
#GamerGate controversy that began in 2014. Over the past
decade, fan and geek culture has moved from the margins to
the mainstream as fans have become tastemakers and
promotional partners, with fan art transformed into official
merchandise and fan fiction launching new franchises. But
this shift has left some people behind. Suzanne Scott points
to the ways in which the “men’s rights” movement and
antifeminist pushback against “social justice warriors”
connect to new mainstream fandom, where female casting in
geek-nostalgia reboots is vilified and historically
feminized forms of fan engagement—like cosplay and fan
fiction—are treated as less worthy than male-dominant
expressions of fandom like collection, possession, and
cataloguing. While this gender bias harkens back to the
origins of fandom itself, Fake Geek Girls contends that the
current view of women in fandom as either inauthentic
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masqueraders or unwelcome interlopers has been tacitly
endorsed by Hollywood franchises and the viewer demographics
they selectively champion. It offers a view into the inner
workings of how digital fan culture converges with old media
and its biases in new and novel ways.
In this work, the author addresses a perennial question: how
does someone recover from a catastrophic disaster or other
personal tragedy? The answer, she suggests, may come from
coastal residents who survived the 2005 Hurricanes Katrina
and Rita. These survivors endured a long and painful journey
after losing homes and communities in these deadly storms,
and their experiences provide an authentic and relatable
example for other people who must overcome a life changing
tragedy. The Other Side of Suffering is based on behavioral
research conducted by the author in the years after the
hurricanes. In her research, Katie Cherry logged thousands
of miles crisscrossing the Louisiana coastline and spoke
with over 190 current and former coastal residents with
catastrophic losses after Katrina. The author begins with an
overview of the human impact of these disasters, and then
focuses on the community impact on two coastal parishes in
southern Louisiana. The incorporation of the personal
journal entries of a Katrina survivor provides an intimate
glimpse into the long days and months that over a million
displaced Gulf Coast residences experienced. From this
research, the author identifies six evidence-based

principles of healing: faith and humor, respect and
gratitude, and acceptance and silver linings. Colorful
illustrations and direct quotes from the respondents bring
these principles to life. Along with a path to healing, the
book also discusses grief and the new normal after a
disaster, as well as obstacles that may thwart the healing
process. Ultimately, the work emphasizes the importance of
recovering daily routines and observances as life goes on
after disaster.
This report examines the links between inequality and other
major global trends (or megatrends), with a focus on
technological change, climate change, urbanization and
international migration. The analysis pays particular
attention to poverty and labour market trends, as they
mediate the distributional impacts of the major trends
selected. It also provides policy recommendations to manage
these megatrends in an equitable manner and considers the
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policy implications, so as to reduce inequalities and
support their implementation.
WINNER: The 2018 McGannon Center Book Prize and shortlisted
for the Goddard Riverside Stephan Russo Book Prize for
Social Justice The New York Times Book Review: "Riveting."
Naomi Klein: "This book is downright scary." Ethan
Zuckerman, MIT: "Should be required reading." Dorothy
Roberts, author of Killing the Black Body: "A must-read."
Astra Taylor, author of The People's Platform: "The single
most important book about technology you will read this
year." Cory Doctorow: "Indispensable." A powerful
investigative look at data-based discrimination—and how
technology affects civil and human rights and economic
equity The State of Indiana denies one million applications
for healthcare, foodstamps and cash benefits in three
years—because a new computer system interprets any mistake
as “failure to cooperate.” In Los Angeles, an algorithm
calculates the comparative vulnerability of tens of
thousands of homeless people in order to prioritize them for
an inadequate pool of housing resources. In Pittsburgh, a
child welfare agency uses a statistical model to try to
predict which children might be future victims of abuse or
neglect. Since the dawn of the digital age, decision-making
in finance, employment, politics, health and human services
has undergone revolutionary change. Today, automated
systems—rather than humans—control which neighborhoods get

policed, which families attain needed resources, and who is
investigated for fraud. While we all live under this new
regime of data, the most invasive and punitive systems are
aimed at the poor. In Automating Inequality, Virginia
Eubanks systematically investigates the impacts of data
mining, policy algorithms, and predictive risk models on
poor and working-class people in America. The book is full
of heart-wrenching and eye-opening stories, from a woman in
Indiana whose benefits are literally cut off as she lays
dying to a family in Pennsylvania in daily fear of losing
their daughter because they fit a certain statistical
profile. The U.S. has always used its most cutting-edge
science and technology to contain, investigate, discipline
and punish the destitute. Like the county poorhouse and
scientific charity before them, digital tracking and
automated decision-making hide poverty from the middle-class
public and give the nation the ethical distance it needs to
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make inhumane choices: which families get food and which
starve, who has housing and who remains homeless, and which
families are broken up by the state. In the process, they
weaken democracy and betray our most cherished national
values. This deeply researched and passionate book could not
be more timely.
Robots, AI, and Automation

The Poverty of Privacy Rights
The Other Side of Suffering
A Citizen's Guide to Artificial Intelligence
Automating Inequality
Artificial Unintelligence
Race After Technology

With the increased digitisation of society comes an increased concern
about who is left behind. From societal causes to the impact of everyday
actions, The Digital Disconnect explores the relationship between digital
and social inequalities, and the lived consequences of digitisation. Ellen
Helsper goes beyond questions of digital divides and who is connected.
She asks why and how social and digital inequalities are linked and shows
the tangible outcomes of socio-digital inequalities in everyday lives. The
book: Introduces the key theories and concepts needed to understand
both ‘traditional’ and digital inequalities research. Investigates a range of
socio-digital inequalities, from digital access and skills, to civic
participation, social engagement, and everyday content creation and
consumption. Brings research to life with a range of qualitative vignettes,
drawing out the personal experiences that lay at the heart of global socio-
digital inequalities. The Digital Disconnect is an expert exploration of
contemporary theory, research and practice in socio-digital inequalities. It
is also an urgent and impassioned call to broaden horizons, expand
theoretical and methodological toolkits, and work collectively to help
achieve a fairer digital future for all. Ellen J. Helsper is Professor of Digital
Inequalities at the Department of Media and Communications at London
School of Economics and Political Science.
Advances in artificial intelligence (AI) highlight the potential of this
technology to affect productivity, growth, inequality, market power,
innovation, and employment. This volume seeks to set the agenda for
economic research on the impact of AI. It covers four broad themes: AI as
a general purpose technology; the relationships between AI, growth, jobs,
and inequality; regulatory responses to changes brought on by AI; and the
effects of AI on the way economic research is conducted. It explores the
economic influence of machine learning, the branch of computational
statistics that has driven much of the recent excitement around AI, as well
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as the economic impact of robotics and automation and the potential
economic consequences of a still-hypothetical artificial general
intelligence. The volume provides frameworks for understanding the
economic impact of AI and identifies a number of open research
questions. Contributors: Daron Acemoglu, Massachusetts Institute of
Technology Philippe Aghion, Collège de France Ajay Agrawal, University of
Toronto Susan Athey, Stanford University James Bessen, Boston
University School of Law Erik Brynjolfsson, MIT Sloan School of
Management Colin F. Camerer, California Institute of Technology Judith
Chevalier, Yale School of Management Iain M. Cockburn, Boston University
Tyler Cowen, George Mason University Jason Furman, Harvard Kennedy
School Patrick Francois, University of British Columbia Alberto Galasso,
University of Toronto Joshua Gans, University of Toronto Avi Goldfarb,
University of Toronto Austan Goolsbee, University of Chicago Booth
School of Business Rebecca Henderson, Harvard Business School Ginger
Zhe Jin, University of Maryland Benjamin F. Jones, Northwestern
University Charles I. Jones, Stanford University Daniel Kahneman,
Princeton University Anton Korinek, Johns Hopkins University Mara
Lederman, University of Toronto Hong Luo, Harvard Business School John
McHale, National University of Ireland Paul R. Milgrom, Stanford University
Matthew Mitchell, University of Toronto Alexander Oettl, Georgia Institute
of Technology Andrea Prat, Columbia Business School Manav Raj, New
York University Pascual Restrepo, Boston University Daniel Rock, MIT
Sloan School of Management Jeffrey D. Sachs, Columbia University
Robert Seamans, New York University Scott Stern, MIT Sloan School of
Management Betsey Stevenson, University of Michigan Joseph E. Stiglitz.
Columbia University Chad Syverson, University of Chicago Booth School
of Business Matt Taddy, University of Chicago Booth School of Business
Steven Tadelis, University of California, Berkeley Manuel Trajtenberg, Tel
Aviv University Daniel Trefler, University of Toronto Catherine Tucker, MIT
Sloan School of Management Hal Varian, University of California, Berkeley
"A startling exposé of the invisible human workforce that powers the
web--and how to bring it out of the shadows. Hidden beneath the surface
of the internet, a new, stark reality is looming--one that cuts to the very
heart of our endless debates about the impact of AI. Anthropologist Mary
L. Gray and computer scientist Siddharth Suri unveil how the services we
use from companies like Amazon, Google, Microsoft, and Uber can only
function smoothly thanks to the judgment and experience of a vast human
labor force that is kept deliberately concealed. The people who do 'ghost
work' make the internet seem smart. They perform high-tech, on-demand
piecework: flagging X-rated content, proofreading, transcribing audio,
confirming identities, captioning video, and much more. The shameful
truth is that no labor laws protect them or even acknowledge their
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existence. They often earn less than legal minimums for traditional work,
they have no health benefits, and they can be fired at any time for any
reason, or for no reason at all. An estimated 8 percent of Americans have
worked in this 'ghost economy,' and that number is growing every day. In
this unprecedented investigation, Gray and Suri make the case that robots
will never completely eliminate 'ghost work' and the unchecked quest for
artificial intelligence could spark catastrophic work conditions if not
stopped in its tracks. Ultimately, they show how this essential type of work
can create opportunity--rather than misery--for those who do it."--Dust
jacket.
Automating InequalityHow High-Tech Tools Profile, Police, and Punish the
PoorSt. Martin's Press
Winners Take All
Unbound
The Elite Charade of Changing the World
Futureproof
How Britain Discarded Women Technologists and Lost Its Edge in
Computing
The Rise of Big Data Policing
Abolitionist Tools for the New Jim Code
Unglued
This book provides rare insights into the nature of contemporary, technologically-facilitated
government. Its multidisciplinary approach demonstrates that information technology is more
than a tool for politicians and policy-makers. E-government has reconfigured public
administration, policy, power and citizenship.
“A concise, insightful and sophisticated guide to maintaining humane values in an age of new
machines.”—The New York Times Book Review “While we need to rewrite the rules of the
twenty-first-century economy, Kevin’s book is a great look at how people can do this on a
personal level to always put humanity first.”—Andrew Yang With a new afterword by the author
You are being automated. After decades of hype and sci-fi fantasies, artificial intelligence is
leaping out of research labs and into the center of our lives. Automation doesn’t just threaten
our jobs. It shapes our entire human experience, with AI and algorithms influencing the TV
shows we watch, the music we listen to, the beliefs we hold, and the relationships we form. And
while the age-old debate over whether automation will destroy jobs rages on, an even more
important question is being ignored: How can we be happy, successful humans in a world that
is increasingly built by and for machines? In Futureproof: 9 Rules for Humans in the Age of
Automation, New York Times technology columnist Kevin Roose lays out a hopeful, pragmatic
vision for how we can thrive in the age of AI and automation. He shares the secrets of people
and organizations that have survived previous waves of technological change, and explains
what skills are necessary to stay ahead of today’s intelligent machines, with lessons like • Be
surprising, social, and scarce. • Resist machine drift. • Leave handprints. • Demote your
devices. • Treat AI like a chimp army. Roose rejects the conventional wisdom that in order to
succeed in the AI age, we have to become more like machines ourselves—hyper-efficient, data-
driven workhorses. Instead, he says, we should focus on being more human, and doing the
kinds of creative, inspiring, and meaningful things even the most advanced robots can’t do.
From everyday apps to complex algorithms, Ruha Benjamin cuts through tech-industry hype to
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understand how emerging technologies can reinforce White supremacy and deepen social
inequity. Benjamin argues that automation, far from being a sinister story of racist programmers
scheming on the dark web, has the potential to hide, speed up, and deepen discrimination while
appearing neutral and even benevolent when compared to the racism of a previous era.
Presenting the concept of the “New Jim Code,” she shows how a range of discriminatory
designs encode inequity by explicitly amplifying racial hierarchies; by ignoring but thereby
replicating social divisions; or by aiming to fix racial bias but ultimately doing quite the opposite.
Moreover, she makes a compelling case for race itself as a kind of technology, designed to
stratify and sanctify social injustice in the architecture of everyday life. This illuminating guide
provides conceptual tools for decoding tech promises with sociologically informed skepticism. In
doing so, it challenges us to question not only the technologies we are sold but also the ones
we ourselves manufacture. Visit the book's free Discussion Guide here.
A critical analysis of the domino effect of neoliberalism and austerity on social work. Applying
theory including those of Bourdieu and Wacquant to practice, it argues that social work should
return to a focus on relational and community approaches.
The Atlas of AI
The Work of the Future
The Economics of Artificial Intelligence
How Computers Misunderstand the World
Taking Back Power and Culture in the Digital Age
What Algorithms Want
Inequality in a Rapidly Changing World
The Age of Surveillance Capitalism
From a cutting-edge cultural commentator and documentary
filmmaker, a bold and brilliant challenge to cherished
notions of the Internet as the great democratizing force of
our age. The Internet has been hailed as a place where all
can be heard and everyone can participate equally. But how
true is this claim? In a seminal dismantling of techno-
utopian visions, The People's Platform argues that for all
that we "tweet" and "like" and "share," the Internet in fact
reflects and amplifies real-world inequities at least as
much as it ameliorates them. Online, just as off-line,
attention and influence largely accrue to those who already
have plenty of both. What we have seen in the virtual world
so far, Astra Taylor says, has been not a revolution but a
rearrangement. Although Silicon Valley tycoons have eclipsed
Hollywood moguls, a handful of giants like Amazon, Apple,
Google and Facebook still dominate our lives. And the worst
habits of the old media model--the pressure to be quick and
sensational, to seek easy celebrity, to appeal to the
broadest possible public--have proliferated online, where
every click can be measured and where "aggregating" the work
of others is the surest way to attract eyeballs and ad
revenue. In a world where culture is "free," creative work
has diminishing value, and advertising fuels the system, the
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new order looks suspiciously just like the old one. We can
do better, Taylor insists. The online world does offer an
unprecedented opportunity, but a democratic culture that
supports diverse voices, work of lasting value, and
equitable business practices will not appear as a
consequence of technology alone. If we want the Internet to
truly be a people's platform, we will have to make it so.
Winner, 2018 Law & Legal Studies PROSE Award The
consequences of big data and algorithm-driven policing and
its impact on law enforcement In a high-tech command center
in downtown Los Angeles, a digital map lights up with 911
calls, television monitors track breaking news stories,
surveillance cameras sweep the streets, and rows of
networked computers link analysts and police officers to a
wealth of law enforcement intelligence. This is just a
glimpse into a future where software predicts future crimes,
algorithms generate virtual “most-wanted” lists, and
databanks collect personal and biometric information. The
Rise of Big Data Policing introduces the cutting-edge
technology that is changing how the police do their jobs and
shows why it is more important than ever that citizens
understand the far-reaching consequences of big data
surveillance as a law enforcement tool. Andrew Guthrie
Ferguson reveals how these new technologies —viewed as race-
neutral and objective—have been eagerly adopted by police
departments hoping to distance themselves from claims of

racial bias and unconstitutional practices. After a series
of high-profile police shootings and federal investigations
into systemic police misconduct, and in an era of law
enforcement budget cutbacks, data-driven policing has been
billed as a way to “turn the page” on racial bias. But
behind the data are real people, and difficult questions
remain about racial discrimination and the potential to
distort constitutional protections. In this first book on
big data policing, Ferguson offers an examination of how new
technologies will alter the who, where, when and how we
police. These new technologies also offer data-driven
methods to improve police accountability and to remedy the
underlying socio-economic risk factors that encourage crime.
The Rise of Big Data Policing is a must read for anyone
concerned with how technology will revolutionize law
enforcement and its potential threat to the security,
privacy, and constitutional rights of citizens. Read an
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excerpt and interview with Andrew Guthrie Ferguson in The
Economist.
Reveals a remarkable woman’s life and her contributions to
social justice movements related to Civil Rights, feminism,
lesbian and gay liberation, anti-racism, and Black feminism.
As an organizer, writer, publisher, scholar-activist, and
elected official, Barbara Smith has played key roles in
multiple social justice movements, including Civil Rights,
feminism, lesbian and gay liberation, anti-racism, and Black
feminism. Her four decades of grassroots activism forged
collaborations that introduced the idea that oppression must
be fought on a variety of fronts simultaneously, including
gender, race, class, and sexuality. By combining hard-to-
find historical documents with new unpublished interviews
with fellow activists, this book uncovers the deep roots of
today’s “identity politics” and “intersectionality” and
serves as an essential primer for practicing solidarity and
resistance. “Barbara Smith is a creator of modern feminism
as a writer, organizer, editor, publisher, and scholar. Now
she has added to her decades as an activist outside the
system by becoming an elected official who truly listens,
represents, and creates bridges to a common good. She has
shown us that democracy is a seed that can only be planted
where we are.” — Gloria Steinem “Barbara Smith is one of the
grand pioneering and prophetic voices of our time. Her truth
still hurts and heals!” — Cornel West “Ain’t Gonna Let

Nobody Turn Me Around is not a memoir, a biography, nor a
reader. It is a reflection and a conversation. It is also a
montage of forty years of documents, interviews, and
articles that provide useful lessons for social justice
work. This book is a tour de force that documents the life’s
work of Barbara Smith and the freedom struggles she shaped.”
— Duchess Harris, author of Black Feminist Politics from
Kennedy to Obama
Longlisted for the National Book Award New York Times
Bestseller A former Wall Street quant sounds an alarm on the
mathematical models that pervade modern life -- and threaten
to rip apart our social fabric We live in the age of the
algorithm. Increasingly, the decisions that affect our
lives--where we go to school, whether we get a car loan, how
much we pay for health insurance--are being made not by
humans, but by mathematical models. In theory, this should
lead to greater fairness: Everyone is judged according to
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the same rules, and bias is eliminated. But as Cathy O'Neil
reveals in this urgent and necessary book, the opposite is
true. The models being used today are opaque, unregulated,
and uncontestable, even when they're wrong. Most troubling,
they reinforce discrimination: If a poor student can't get a
loan because a lending model deems him too risky (by virtue
of his zip code), he's then cut off from the kind of
education that could pull him out of poverty, and a vicious
spiral ensues. Models are propping up the lucky and
punishing the downtrodden, creating a "toxic cocktail for
democracy." Welcome to the dark side of Big Data. Tracing
the arc of a person's life, O'Neil exposes the black box
models that shape our future, both as individuals and as a
society. These "weapons of math destruction" score teachers
and students, sort r sum s, grant (or deny) loans, evaluate
workers, target voters, set parole, and monitor our health.
O'Neil calls on modelers to take more responsibility for
their algorithms and on policy makers to regulate their use.
But in the end, it's up to us to become more savvy about the
models that govern our lives. This important book empowers
us to ask the tough questions, uncover the truth, and demand
change. -- Longlist for National Book Award (Non-Fiction) --
Goodreads, semi-finalist for the 2016 Goodreads Choice
Awards (Science and Technology) -- Kirkus, Best Books of
2016 -- New York Times, 100 Notable Books of 2016 (Non-
Fiction) -- The Guardian, Best Books of 2016 -- WBUR's "On

Point," Best Books of 2016: Staff Picks -- Boston Globe,
Best Books of 2016, Non-Fiction
World Social Report 2020
How Inequality Constricts Our Economy and What We Can Do
about It
A Bipolar Love Story
How Computers are Transforming the Office of the Future Into
the Factory of the Past
Ain't Gonna Let Nobody Turn Me Around
How Big Data Increases Inequality and Threatens Democracy
Weapons of Math Destruction
Power, Politics, and the Planetary Costs of Artificial
Intelligence

NEW YORK TIMES BESTSELLER • The groundbreaking investigation
of how the global elite's efforts to "change the world" preserve the
status quo and obscure their role in causing the problems they later
seek to solve. An essential read for understanding some of the
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egregious abuses of power that dominate today’s news.
"Impassioned.... Entertaining reading.” —The Washington Post Anand
Giridharadas takes us into the inner sanctums of a new gilded age,
where the rich and powerful fight for equality and justice any way they
can—except ways that threaten the social order and their position atop
it. They rebrand themselves as saviors of the poor; they lavishly reward
“thought leaders” who redefine “change” in ways that preserve the
status quo; and they constantly seek to do more good, but never less
harm. Giridharadas asks hard questions: Why, for example, should our
gravest problems be solved by the unelected upper crust instead of the
public institutions it erodes by lobbying and dodging taxes? His
groundbreaking investigation has already forced a great, sorely
needed reckoning among the world’s wealthiest and those they hover
above, and it points toward an answer: Rather than rely on scraps from
the winners, we must take on the grueling democratic work of building
more robust, egalitarian institutions and truly changing the world—a
call to action for elites and everyday citizens alike.
The gap between theoretical ideas and messy reality, as seen in Neal
Stephenson, Adam Smith, and Star Trek. We depend on—we believe
in—algorithms to help us get a ride, choose which book to buy, execute
a mathematical proof. It's as if we think of code as a magic spell, an
incantation to reveal what we need to know and even what we want.
Humans have always believed that certain invocations—the marriage
vow, the shaman's curse—do not merely describe the world but make
it. Computation casts a cultural shadow that is shaped by this long
tradition of magical thinking. In this book, Ed Finn considers how the
algorithm—in practical terms, “a method for solving a problem”—has
its roots not only in mathematical logic but also in cybernetics,
philosophy, and magical thinking. Finn argues that the algorithm
deploys concepts from the idealized space of computation in a messy
reality, with unpredictable and sometimes fascinating results. Drawing
on sources that range from Neal Stephenson's Snow Crash to Diderot's
Encyclopédie, from Adam Smith to the Star Trek computer, Finn
explores the gap between theoretical ideas and pragmatic instructions.
He examines the development of intelligent assistants like Siri, the
rise of algorithmic aesthetics at Netflix, Ian Bogost's satiric Facebook
game Cow Clicker, and the revolutionary economics of Bitcoin. He
describes Google's goal of anticipating our questions, Uber's cartoon
maps and black box accounting, and what Facebook tells us about
programmable value, among other things. If we want to understand
the gap between abstraction and messy reality, Finn argues, we need
to build a model of “algorithmic reading” and scholarship that attends
to process, spearheading a new experimental humanities.
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A concise but informative overview of AI ethics and policy. Artificial
intelligence, or AI for short, has generated a staggering amount of
hype in the past several years. Is it the game-changer it's been cracked
up to be? If so, how is it changing the game? How is it likely to affect
us as customers, tenants, aspiring home-owners, students, educators,
patients, clients, prison inmates, members of ethnic and sexual
minorities, voters in liberal democracies? This book offers a concise
overview of moral, political, legal and economic implications of AI. It
covers the basics of AI's latest permutation, machine learning, and
considers issues including transparency, bias, liability, privacy, and
regulation.
Why the United States lags behind other industrialized countries in
sharing the benefits of innovation with workers and how we can
remedy the problem. The United States has too many low-quality, low-
wage jobs. Every country has its share, but those in the United States
are especially poorly paid and often without benefits. Meanwhile,
overall productivity increases steadily and new technology has
transformed large parts of the economy, enhancing the skills and
paychecks of higher paid knowledge workers. What’s wrong with this
picture? Why have so many workers benefited so little from decades of
growth? The Work of the Future shows that technology is neither the
problem nor the solution. We can build better jobs if we create
institutions that leverage technological innovation and also support
workers though long cycles of technological transformation. Building
on findings from the multiyear MIT Task Force on the Work of the
Future, the book argues that we must foster institutional innovations
that complement technological change. Skills programs that
emphasize work-based and hybrid learning (in person and online), for
example, empower workers to become and remain productive in a
continuously evolving workplace. Industries fueled by new technology
that augments workers can supply good jobs, and federal investment
in R&D can help make these industries worker-friendly. We must act
to ensure that the labor market of the future offers benefits,
opportunity, and a measure of economic security to all.
Predict and Surveil
Poverty, Inequality and Social Work
The Electronic Sweatshop
The Ethical Algorithm
The People's Platform
How Our Days Became Numbered
The Social Causes and Consequences of Digital Inequalities
Building Better Jobs in an Age of Intelligent Machines
What if the idealized image of American societya land of opportunity that
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will reward hard work with economic successis completely wrong? Few
topics have as many myths, stereotypes, and misperceptions surrounding
them as that of poverty in America. The poor have been badly
misunderstood since the beginnings of the country, with the rhetoric only
ratcheting up in recent times. Our current era of fake news, alternative facts,
and media partisanship has led to a breeding ground for all types of myths
and misinformation to gain traction and legitimacy. Poorly Understood is the
first book to systematically address and confront many of the most
widespread myths pertaining to poverty. Mark Robert Rank, Lawrence M.
Eppard, and Heather E. Bullock powerfully demonstrate that the realities of
poverty are much different than the myths; indeed in many ways they are
more disturbing. The idealized image of American society is one of abundant
opportunities, with hard work being rewarded by economic prosperity. But
what if this picture is wrong? What if poverty is an experience that touches
the majority of Americans? What if hard work does not necessarily lead to
economic well-being? What if the reasons for poverty are largely beyond the
control of individuals? And if all of the evidence necessary to disprove these
myths has been readily available for years, why do they remain so
stubbornly pervasive? These are much more disturbing realities to consider
because they call into question the very core of America's identity. Armed
with the latest research, Poorly Understood not only challenges the myths of
poverty and inequality, but it explains why these myths continue to exist,
providing an innovative blueprint for how the nation can move forward to
effectively alleviate American poverty.
Many fear that efforts to address inequality will undermine the economy as a
whole. But the opposite is true: rising inequality has become a drag on
growth and an impediment to market competition. Heather Boushey breaks
down the problem and argues that we can preserve our nation's economic
traditions while promoting shared economic growth.
How the history of technological revolutions can help us better understand
economic and political polarization in the age of automation The Technology
Trap is a sweeping account of the history of technological progress and how
it has radically shifted the distribution of economic and political power
among society’s members. As Carl Benedikt Frey shows, the Industrial
Revolution created unprecedented wealth and prosperity over the long run,
but the immediate consequences of mechanization were devastating. Middle-
income jobs withered, wages stagnated, the labor share of income fell,
profits surged, and economic inequality skyrocketed. These trends broadly
mirror those in our current age of automation. But, just as the Industrial
Revolution eventually brought about extraordinary benefits for society,
artificial intelligence systems have the potential to do the same. The
Technology Trap demonstrates that in the midst of another technological
revolution, the lessons of the past can help us to more effectively face the
present.
The New York Times Book Review: "Riveting." Naomi Klein: "This book is
downright scary." Ethan Zuckerman, MIT: "Should be required reading."
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Dorothy Roberts, author of Killing the Black Body: "A must-read." Astra
Taylor, author of The People's Platform: "The single most important book
about technology you will read this year." Cory Doctorow: "Indispensable." A
powerful investigative look at data-based discrimination—and how
technology affects civil and human rights and economic equity The State of
Indiana denies one million applications for healthcare, foodstamps and cash
benefits in three years—because a new computer system interprets any
mistake as “failure to cooperate.” In Los Angeles, an algorithm calculates
the comparative vulnerability of tens of thousands of homeless people in
order to prioritize them for an inadequate pool of housing resources. In
Pittsburgh, a child welfare agency uses a statistical model to try to predict
which children might be future victims of abuse or neglect. Since the dawn
of the digital age, decision-making in finance, employment, politics, health
and human services has undergone revolutionary change. Today, automated
systems—rather than humans—control which neighborhoods get policed,
which families attain needed resources, and who is investigated for fraud.
While we all live under this new regime of data, the most invasive and
punitive systems are aimed at the poor. In Automating Inequality, Virginia
Eubanks systematically investigates the impacts of data mining, policy
algorithms, and predictive risk models on poor and working-class people in
America. The book is full of heart-wrenching and eye-opening stories, from a
woman in Indiana whose benefits are literally cut off as she lays dying to a
family in Pennsylvania in daily fear of losing their daughter because they fit
a certain statistical profile. The U.S. has always used its most cutting-edge
science and technology to contain, investigate, discipline and punish the
destitute. Like the county poorhouse and scientific charity before them,
digital tracking and automated decision-making hide poverty from the
middle-class public and give the nation the ethical distance it needs to make
inhumane choices: which families get food and which starve, who has
housing and who remains homeless, and which families are broken up by the
state. In the process, they weaken democracy and betray our most
cherished national values. This deeply researched and passionate book
could not be more timely.
Where Automation is Taking Us
9 Rules for Humans in the Age of Automation
The Glass Cage
Fake Geek Girls
E-Government and the Reconfiguration of Public Administration, Policy and
Power
An Agenda
The Impact of Neo-liberalism and Austerity Politics on Welfare Provision
Forty Years of Movement Building with Barbara Smith
How Britain lost its early dominance in computing by
systematically discriminating against its most qualified
workers: women. In 1944, Britain led the world in electronic
computing. By 1974, the British computer industry was all but
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extinct. What happened in the intervening thirty years holds
lessons for all postindustrial superpowers. As Britain struggled
to use technology to retain its global power, the nation's
inability to manage its technical labor force hobbled its
transition into the information age. In Programmed Inequality,
Mar Hicks explores the story of labor feminization and
gendered technocracy that undercut British efforts to
computerize. That failure sprang from the government's
systematic neglect of its largest trained technical workforce
simply because they were women. Women were a hidden
engine of growth in high technology from World War II to the
1960s. As computing experienced a gender flip, becoming male-
identified in the 1960s and 1970s, labor problems grew into
structural ones and gender discrimination caused the nation's
largest computer user—the civil service and sprawling public
sector—to make decisions that were disastrous for the British
computer industry and the nation as a whole. Drawing on
recently opened government files, personal interviews, and the
archives of major British computer companies, Programmed
Inequality takes aim at the fiction of technological meritocracy.
Hicks explains why, even today, possessing technical skill is
not enough to ensure that women will rise to the top in science
and technology fields. Programmed Inequality shows how the
disappearance of women from the field had grave
macroeconomic consequences for Britain, and why the United
States risks repeating those errors in the twenty-first century.
The shocking and eye-opening new manifesto from
international award-winning designer Joe Toscano that
unravels and lays bare the power agendas of the world's
greatest tech titans in plain language, and deliver a fair
warning to policymakers, civilians, and industry professionals
alike: We need a strategy for the future, and we need it now.
Toscano touches on everything from technology, economics
and public policy to psychology, history and ethics, and writes
in a way that is accessible to everyone from the average
reader to the technical expert.
Long before the age of "Big Data" or the rise of today's "self-
quantifiers," American capitalism embraced "risk"- and
proceeded to number our days. This book tells a story of
corporate culture remaking American culture - a story of
intellectuals and professionals in and around insurance
companies.
The hidden costs of artificial intelligence, from natural
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resources and labor to privacy and freedom What happens
when artificial intelligence saturates political life and depletes
the planet? How is AI shaping our understanding of ourselves
and our societies? In this book Kate Crawford reveals how this
planetary network is fueling a shift toward undemocratic
governance and increased inequality. Drawing on more than a
decade of research, award-winning science, and technology,
Crawford reveals how AI is a technology of extraction: from the
energy and minerals needed to build and sustain its
infrastructure, to the exploited workers behind "automated"
services, to the data AI collects from us. Rather than taking a
narrow focus on code and algorithms, Crawford offers us a
political and a material perspective on what it takes to make
artificial intelligence and where it goes wrong. While technical
systems present a veneer of objectivity, they are always
systems of power. This is an urgent account of what is at stake
as technology companies use artificial intelligence to reshape
the world.
Automating Humanity
The Digital Disconnect
Finding a Path to Peace after Tragedy
How to Stop Silicon Valley from Building a New Global
Underclass
The Future of Work
Data, Discretion, and the Future of Policing
Imagination in the Age of Computing
Poorly Understood
The scope of criminal justice surveillance has expanded rapidly in recent decades. At the
same time, the use of big data has spread across a range of fields, including finance,
politics, healthcare, and marketing. While law enforcement's use of big data is hotly
contested, very little is known about how the police actually use it in daily operations and
with what consequences. In Predict and Surveil, Sarah Brayne offers an unprecedented,
inside look at how police use big data and new surveillance technologies, leveraging on-the-
ground fieldwork with one of the most technologically advanced law enforcement agencies
in the world-the Los Angeles Police Department. Drawing on original interviews and
ethnographic observations, Brayne examines the causes and consequences of algorithmic
control. She reveals how the police use predictive analytics to deploy resources, identify
suspects, and conduct investigations; how the adoption of big data analytics transforms
police organizational practices; and how the police themselves respond to these new data-
intensive practices. Although big data analytics holds potential to reduce bias and increase
efficiency, Brayne argues that it also reproduces and deepens existing patterns of social
inequality, threatens privacy, and challenges civil liberties. A groundbreaking examination
of the growing role of the private sector in public policing, this book challenges the way we
think about the data-heavy supervision law enforcement increasingly imposes upon

Page 17/20



Get Free Automating Inequality How High Tech Tools Profile Police And
Punish The Poor

civilians in the name of objectivity, efficiency, and public safety.
Looking for ways to handle the transition to a digital economy Robots, artificial
intelligence, and driverless cars are no longer things of the distant future. They are with us
today and will become increasingly common in coming years, along with virtual reality
and digital personal assistants. As these tools advance deeper into everyday use, they raise
the question—how will they transform society, the economy, and politics? If companies
need fewer workers due to automation and robotics, what happens to those who once held
those jobs and don't have the skills for new jobs? And since many social benefits are
delivered through jobs, how are people outside the workforce for a lengthy period of time
going to earn a living and get health care and social benefits? Looking past today's
headlines, political scientist and cultural observer Darrell M. West argues that society
needs to rethink the concept of jobs, reconfigure the social contract, move toward a system
of lifetime learning, and develop a new kind of politics that can deal with economic
dislocations. With the U.S. governance system in shambles because of political polarization
and hyper-partisanship, dealing creatively with the transition to a fully digital economy
will vex political leaders and complicate the adoption of remedies that could ease the
transition pain. It is imperative that we make major adjustments in how we think about
work and the social contract in order to prevent society from spiraling out of control. This
book presents a number of proposals to help people deal with the transition from an
industrial to a digital economy. We must broaden the concept of employment to include
volunteering and parenting and pay greater attention to the opportunities for leisure time.
New forms of identity will be possible when the "job" no longer defines people's sense of
personal meaning, and they engage in a broader range of activities. Workers will need help
throughout their lifetimes to acquire new skills and develop new job capabilities. Political
reforms will be necessary to reduce polarization and restore civility so there can be open
and healthy debate about where responsibility lies for economic well-being. This book is an
important contribution to a discussion about tomorrow—one that needs to take place today.
"Eubanks ... investigates the impacts of data mining, policy algorithms, and predictive risk
models on poor and working-class people in America"--Amazon.com.
The challenges to humanity posed by the digital future, the first detailed examination of
the unprecedented form of power called "surveillance capitalism," and the quest by
powerful corporations to predict and control our behavior. In this masterwork of original
thinking and research, Shoshana Zuboff provides startling insights into the phenomenon
that she has named surveillance capitalism. The stakes could not be higher: a global
architecture of behavior modification threatens human nature in the twenty-first century
just as industrial capitalism disfigured the natural world in the twentieth. Zuboff vividly
brings to life the consequences as surveillance capitalism advances from Silicon Valley into
every economic sector. Vast wealth and power are accumulated in ominous new
"behavioral futures markets," where predictions about our behavior are bought and sold,
and the production of goods and services is subordinated to a new "means of behavioral
modification." The threat has shifted from a totalitarian Big Brother state to a ubiquitous
digital architecture: a "Big Other" operating in the interests of surveillance capital. Here
is the crucible of an unprecedented form of power marked by extreme concentrations of
knowledge and free from democratic oversight. Zuboff's comprehensive and moving
analysis lays bare the threats to twenty-first century society: a controlled "hive" of total
connection that seduces with promises of total certainty for maximum profit -- at the
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expense of democracy, freedom, and our human future. With little resistance from law or
society, surveillance capitalism is on the verge of dominating the social order and shaping
the digital future -- if we let it.
Programmed Inequality
Fandom, Gender, and the Convergence Culture Industry
The Fourth Industrial Revolution
Managing Guerrilla Government
Surveillance, Race, and the Future of Law Enforcement
Technically Wrong: Sexist Apps, Biased Algorithms, and Other Threats of Toxic Tech
What America Gets Wrong About Poverty
Ghost Work
“An entertaining romp that tells us where and why the tech industry, once
America’s darling, went wrong, and what it might do to recover its good graces.”
—Tim Wu, author of The Master Switch Buying groceries, tracking our health,
finding a date: whatever we want to do, odds are that we can now do it online. But
few of us realize just how many oversights, biases, and downright ethical
nightmares are baked inside the tech products we use every day. It’s time we
change that. In Technically Wrong, Sara Wachter-Boettcher demystifies the tech
industry, leaving those of us on the other side of the screen better prepared to
make informed choices about the services we use—and to demand more from the
companies behind them. A Wired Top Tech Book of the Year A Fast Company Best
Business and Leadership Book of the Year
"Rosemary O’Leary’s The Ethics of Dissent offers a novel take on rule breakers and
whistle-blowers in the federal government. Finding a book that elegantly
interweaves theory, case detail, and practice in a way useful to students and
researching proves challenging. O’Leary achieves those aims." —Randall Davis,
Southern Illinois University From "constructive contributors"" to "deviant
destroyers," government guerrillas work clandestinely against the best wishes of
their superiors. These public servants are dissatisfied with the actions of the
organizations for which they work, but often choose not to go public with their
concerns. In her Third Edition of The Ethics of Dissent, Rosemary O’Leary shows
that the majority of guerrilla government cases are the manifestation of inevitable
tensions between bureaucracy and democracy, which yield immense ethical and
organizational challenges that all public managers must learn to navigate. New to
the Third Edition: New examples of guerrilla government showcase the power of
public servants as well as their ethical obligations. Key concepts are connected to
real examples, such as Kim Davis, the Kentucky county clerk who refused to sign
the marriage certificates of gay couples, and Kevin Chmielewski, the deputy chief
of staff for operations at the U.S. Environmental Protection Agency (EPA) who led
environmental groups to the wrong doings of EPA Administrator Scott Prewitt. A
new section on the creation of "alt" Twitter accounts designed to counter and even
sabotage the policies of President Donald Trump highlights the power of social
media in guerrilla government activities. A new section on the U.S. Department of
State "dissent channel" provides readers with a positive example of the right way
to dissent as a public servant. A new chapter on Edward Snowden demonstrates
the practical relevance and contemporary importance of the world’s largest
security breach. A new profile of U.S. Department of State diplomat Mary A. Wright
illustrates how she used her resignation to dissent about U.S. policies in Iraq.
A thought-provoking and chilling investigation into how computers are doing the
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thinking and making the decisions for many of today's managers.
Over the course of a generation, algorithms have gone from mathematical
abstractions to powerful mediators of daily life. Algorithms have made our lives
more efficient, more entertaining, and, sometimes, better informed. At the same
time, complex algorithms are increasingly violating the basic rights of individual
citizens. Allegedly anonymized datasets routinely leak our most sensitive personal
information; statistical models for everything from mortgages to college admissions
reflect racial and gender bias. Meanwhile, users manipulate algorithms to "game"
search engines, spam filters, online reviewing services, and navigation apps.
Understanding and improving the science behind the algorithms that run our lives
is rapidly becoming one of the most pressing issues of this century. Traditional
fixes, such as laws, regulations and watchdog groups, have proven woefully
inadequate. Reporting from the cutting edge of scientific research, The Ethical
Algorithm offers a new approach: a set of principled solutions based on the
emerging and exciting science of socially aware algorithm design. Michael Kearns
and Aaron Roth explain how we can better embed human principles into machine
code - without halting the advance of data-driven scientific exploration. Weaving
together innovative research with stories of citizens, scientists, and activists on the
front lines, The Ethical Algorithm offers a compelling vision for a future, one in
which we can better protect humans from the unintended impacts of algorithms
while continuing to inspire wondrous advances in technology.
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